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BcTyn

MeToanyHi pekomeHaauil Npu3HayeHi CTygeHTam-iHO3eMuUAaM Ta CTyae-
HTaM, SKi HaB4YalOTLCA aHrMINCLKOK MOBOW, SIK OOAAaTKOBUM martepian ans
CaMOCTINHOro BMBYEHHSA «JliHiMHOT anrebpu» 3 HaB4anbHOI AMcuMnniHn «Bun-
LLla MmatemaTumKay.

MeTolo MEeTOONYHUX peKOMeHOaUin € NpakTUYHe 3aCTOCyBaHHA Mare-
MaTUYHOro anaparty 4O po3B’si3aHHs 3agad 3 «JliHinHol anrebpuy, Ao cknagy
SIKOI BXOOATb Taki TeMW: MaTpuui, Ail Hag HAMU, BU3HAYHUKK, X OCHOBHI BNa-
CTUBOCTI, MiHOpM Ta anredpaiyHi AONOBHEHHA, METOAM 0DYNCNEHHSA BU3HAY-
HUKIB, MeToan obuncneHHs obepHeHOl MmaTpuLi 3a 4ONOMOrow anrebpaivyHmnx
AOMOBHEHb Ta eneMeHTapHUX NepeTBOpPEHb, TP METOAN PO3B’A3aHHA CUC-
TeM niHinHMX anrebpaiyHnx piBHsaHb (MeTog Kpamepa, maTpuyHuMiA MeToAd Ta
meToq XopgaHa—laycca), NOHATTS paHry Ta OOCHIOXKEeHHS CUCTEM PiBHSIHb
Ha CyMICHICTb 3a gonomMororo Teopemu KpoHekepa—Kanenni.

[na KOXHOI 3 TeM HaBedEeHO AOCTaTHIO KiNbKICTb PO3B’SA3aHUX TUMOBUX
npuknagie, WO Aae MOXIIMBICTb CTygeHTaM CaMOCTIMHO onaHyBaTu «JliHinHYy
anredbpy» Ta BMKOPUCTOBYBATM OTPUMAHI 3HAHHS Ha npakTuui. HanpukiHui
pekoMeHaauin HagaHo 3aBAaHHSA ANt CaMOCTIMHOT poboTy Ta nepenik Teope-
TUYHUX NUTaHb, LLO CPUAIOTbL YOAOCKOHANEHHIO i NOrNMBeHHI0 3HaHb CTyae-
HTIB 3 KOXXHOI HaBEOEHOI TEMMU.

Introduction

Methodical recommendations are intended for foreign and English-
learning students of the preparatory direction "Management" for the practical
studies of “Linear algebra” in the discipline "Higher mathematics".

Its aim is the practical application of mathematic apparatus to the prob-
lem solutions in “Linear algebra”, which consists of the following themes: ma-
trices, operations on them, determinants, their basic properties, minors and
algebraic cofactors, two techniques of finding an inverse matrix, solution me-
thods of linear algebraic equations system, finding the rank and investigating
systems for compatibility using Kronecker—Capelli theorem.

The sufficient number of solved typical examples of each theme gives
students the possibility to master “Linear algebra” and apply the obtained
knowledge in practice on their own. At the end of methodical recommenda-
tions there are tasks for self-work and the list of theoretical questions which
promote improving and extending students’ knowledge of all the themes.
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1. Matrices and determinants
1.1. Matrices

Definition. A rectangular table of numbers of the form

a a o a i—1m i=1n
A=| 2 22 " |orbriefly A=(a;) ., i=1m, j=1n,
aml am2 naa amn

which has m rows and n columns is called the mxn-matrix A or the matrix
A of the size mxn [2, 4, 5, 6].

Matrices are denoted by the capital letters A, B, C and so on.

Each element of the matrix A is designated by 8 and represents the

entry in the matrix A on the i-th row and j-th column. For each element B

the subscript 1 denotes the row number and the subscript | denotes the col-

umn number.
For example,

ay, = element in row 1, column 1

ay, = elementinrow 1, column 2

dyn = elementin row m, column n.

Now let us consider the following example.

2 4 3 -1
Example 1. Consider the 3x4 matrix A= 3 1 5 2
-1 0 7 6
3
Here (3 1 5 2)and |5 | represent the 2-nd row and the 3-rd col-
7

umn of the matrix A respectively, and the element 5 represents the entry in
the matrix on the 2-nd row and 3-rd column.



For example, if there are 3 rows and 4 columns so there must be 4 ele-

ments in each row and 3 elements in each column.
Definition. The size of a matrix is called its order. The order is specified

as:
(number of rows) x (number of columns).

Definition. A matrix-column (row) is called a matrix consisting of the
only column (row):

A= or A:(all a12 aln).

Definition. The matrix is called zero (or null) matrix if all its elements are
equal to zero and denoted by:

0O O 0

0 O 0
O =

0O O 0

Definition. The matrix is called square matrix, if m=n. The number of
rows is considered to be the order of this matrix.
Definition. The set of elements a;4, ay9, ..., 8y, Makes up the main di-

agonal of the matrix. The set of the elements a;,, ay,_1, ..., a,17 Mmakes up

the secondary diagonal of the matrix.
Definition. A square matrix is called diagonal if all its elements except
diagonal ones are equal to zero and denoted by:

dy, O 0
0 d 0
D= 22
0
0 0 dp



Definition. If all the diagonal elements of the diagonal matrix D are
equal to 1 then the matrix is called a unit (identity) matrix and designated as
E:

0O 0 .. 1
Definition. If all the elements of a matrix located below (above) the main

diagonal are equal to zero then the matrix is called an upper (lower) triangular
matrix

2 5 1 0
0 -4 2 3|, _ _
For example, A= is the upper triangular matrix.
o 0 -1 -7
0O 0 0 11
Definition. If a;; = ajj, then the matrix A is called a symmetrical matrix.
-1 8 -2 0
8 3 4 6
For example, A= :
-2 4 10 -5
0O 6 -5 -9

1.2. Operations on matrices

1. The addition and subtraction matrices

Matrices that have the same order can be added together, or sub-
tracted. The addition, or subtraction, is performed on each of the correspond-
ing elements [2, 5].



Definition. Suppose that both matrices A=| : : and
Am1 Amn
by - by
B=| : : have m rows and n columns. Then we write
By - Brn
aj by o @y, thy,
A+B= : : and call this the sum (or difference) of
amlibml amnibmn

the two matrices A and B.
Here are the following examples.

13 30 7 35
Example 2. If A= and B = what are A+B and
8 15 8 4

A-B?
Solution. Matrices A and B have the same order 2x2, therefore, we
can add them together, or subtract:

13 30 7 35 13+7 30+35 20 65
C=A+B= + = = ,
8 15 8 4 8+8 15+4 16 19

13 30 7 35 13-7 30-35 6 -5
C=A-B= - = = :
8 15 8 4 8-8 15-4 0 11
Example 3. We do not have a definition for “adding” the matrices

5 4 12 7 13 30 _ _
A= and B = . because matrices have the dif-
10 12 9 14 8 15

ferent order.
2. The multiplication of a matrix by a scalar value
A matrix can be multiplied by a specific value, such as a number (scalar
multiplication). Scalar multiplication simply involves the multiplication of each
element in a matrix by the scalar value.




djp v Qqp

Definition. Suppose that the matrix A=| : : | has m rows
Anl 0 8mn
a1 ot adqp
and n columns and o € R. Then we write dA=| : : | and call
Qa1 QA

this the product of the matrix A by the scalar .
The operations of matrix addition (or subtraction) and matrix multiplica-
tion by some number satisfy the following laws:
1) A+B=B+A
2) (A+B)+C=A+(B+C)
3) A+O=A
4) (o p)A=a(p- A)
5) (o + B)A=cA+ SA
6) a(A+B)=cA+oB
Now let us consider the following example.

2 -4 1
Example 4. Calculate the matrix C =3B —2A, if A:(3 j and

0 7
5 1 2
B= .
(36—1}

Solution. Matrices A and B have the same order 2x3, therefore, we
can obtain C =3B —2A. The entry 2A is multiplication the matrix A by 2:

oA 2:2 2:(-4) 21\ (4 -8 2
2.3 20 2.7) \6 0 14)

_ 3-5 31 3.2 15 3 6
3B like 2A: 3B = = . Then
3-3 3-:6 3:-(-1 9 18 -3

15 3 6) (4 -8 2) (11 11 4
C=3B-2A= - = .
(9 18 —3} [6 0 14} (3 18 —17J



3. Operation of multiplying a matrix by a matrix

Let two matrices A:(aij) and B = (bij)pxq be given and the num-

mxn
ber of columns at the first matrix be equal to the number of rows of the
second one, i.e. N = P. In this case we can define the operation of multiplying

the matrix A by the matrix B [3, 4, 6]. The matrix C = A- B of the size mx(,
which elements are calculated according to the following rule

n —
Gjj =kZaik 'bkj :ail'blj +...+ain-bnj, i=1m, j=1q,
=1

is called a product of the matrix A by the matrix B.

The rule «row by columnx»: in order to get an element standing in the
row I and the column | of the matrix C equal to the product of the matrices
A and B it is necessary to multiply elements standing in the row i of the first
matrix by the corresponding elements of the column | of the second matrix
and then summarize the obtained products.

In a general case the multiplication of matrices does not possess a
commutative property, i. e. A-B and B- A are not equal to each other or one
of the products does not exist.

The basic properties of a matrix multiplication:

1) o AB)=(cA)B = A(aB)
2) (A+B)C=AC+BC C(A+B)=CA+CB
3) A(BC)= A(BC)

4) AE=EA=A

5) AO=0A=0

Now let us consider the following example.
2 4 3 -1

Example 5. Multiply the following matrices: A=} 3 1 5 2 |and
-1 0 7 6

2 3

B =
0 -2
3 1

10



Solution. Note that A is a 3x4 matrix and B is a 4x2 matrix and the

number of columns of the matrix A is equal to the number of rows of the ma-
trix B, so that the product C = A- B is a 3x2 matrix.

Let us calculate the product
‘1 G2
C= A-B= Co1 €22
€31 €32

Consider first of all ¢;;. To calculate this, we need the 1-st row of A

and the 1-st column of B, so let us cover up all the unnecessary information,
so that

1 x

243_1 Cllx
2 X

C=|x x x x = x X
0 x

X X X X X X
3 X

From the definition of the product of the matrix A by the matrix B, we have
cp =281 DBy +agp Dy +ay3-byy+a4-by =2-1+4-2+3-0+(-1)-3=
=2+8+0—-3=—7 (multiply elements standing in the row 1 of A by the cor-
responding elements of the column 1 of the B and then summarize the ob-
tained products).

Consider next c;,. To calculate this, we need the 1-st row of A and the
2-nd column of B, so let us cover up all the unnecessary information, so that

x 4

243—1 XC12
x 3

C=|x x x x| =l x X
X —2

X X X X X X
x 1

From the definition, we have

C1p =831 Dy +81p - Byp +813- D3y + 814 -byp =2-4+4-3+3-(-2) +(-1) 1=

11



=—8+12-6-1=13.

Consider next c,;. To calculate this, we need the 2-nd row of A and

the 1-st column of B, so let us cover up all the unnecessary information, so
that

1 x
X X X X X X
2 X
C=|{3 1 5 2] =|cop X|.
0 x
X X X X X X
3 x

From the definition, we have
Cop =81 Dy +8yy -0y +a93-Dyy+ay, -0y =3-1+1-2+5-0+2-3=
=3+2+0+6=11.

According to the definition, we have the rest of the elements:
Cop =81 Dy + 89y By + 89303y + 894 - 0yp =3-4+1-3+5-(-2) +2-1=
=12+3-10+2=7,
C31=8g1-0yy +a83; -y +833-b31 + 834 -0y =(-1)-1+0-2+7-0+6-3=
=-1+0+0+18=17,
C3p =8gy "Dy +8gp Dy +833-D3p + 834 -0gp =(-1)-4+0-3+7-(-2)+6-1=
=—4+0-14+6=-12.

Therefore we conclude that

1 4
2 4 3 -1 ) 3 7 13
C=A-B={3 1 5 2| 0 _2|” 11 7
-1 0 7 6 17 -12
3 1

Here is the following example.
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Example 6. Consider the same matrices in example 5:

1 4
2 4 3 -1
2 3
A= 3 1 5 2 |andB= .
0O -2
-1 0 7 6
3 1

Note that B is a 4x2 matrix and A is a 3x4 matrix, so that we do not

have a definition for the product B- A, because the number of columns of the
matrix A is not equal to the number of rows of the matrix B.
4. Transposition matrix

&1 a2 An

a d e a
Definition. Consider the mxn matrix A= 21 22 2n . By

Aml 2 Amn

the transpose AT of A, we mean the transposed matrix

di1  an Ang
a a e da

AT = 12 22 n2 obtained from A by transposing rows and col-
dm Ao Anm

umns.

To get the transpose of a matrix, usually written as AT, the rows and
columns are swapped around, i. e. row 1 becomes column 1 and column 1
becomes row 1, etc. If a matrix is not square then the numbers of rows and
columns will alter when it is transposed.

Let us now consider the following example.

2 4 3 -1
Example 7. Consider the matrix A= 3 1 5 2 |. Then
-1 0 7 6
2 3 -1
T 1 0 . . .. .
A = 3 & . Note that A is a 3x4 matrix and A’ is a 4x3 matrix.
-1 2

13



Definition. For the nxn matrix and a positive integer m, the m -th

power of Ais A™ = A-A-...- A. Itis also convenient to define A = E.
\%/_J
m copiesof A

1.3. Determinants

Any square matrix A can be associated with some value (number)
called its determinant and designated as det A or |A.

For example, a determinant of a matrix of the 2-nd order is calculated
according to the following formula:

A_all 12|
\ \— =dq1App —dpy-d12,

a1 dpp

I. e. the product of elements of the main diagonal minus the product of ele-
ments of the secondary diagonal.
Let us now consider the following example.

1 2
Example 8. Calculate the determinant of the matrix A = (3 4).

2

1
Solution. |A = 3 4 =1.4-2.3=4-6=-2,

A determinant of the 3-rd order is

a;p dip d13
\A\ =l|dp1 Qpp dAp3|=aqq1-dyp-dzzt+dyy-d3p-A13+tdaz)-dip - -dr3z—
az; dzp dz3

—dq3-App ~dz) —dpy-adqp-dz3z —d3zp-dy3-dq]-

To memorize the last formula the rule of triangle (or Sarrus formula)
is often used. It says: a product of elements from the main diagonal and 2
products of elements forming in a matrix isosceles triangles with their bases
parallel to the main diagonal are taken with the sign plus:

14



+

a product of elements from the secondary diagonal and 2 products of ele-
ments forming triangles with their bases parallel to the secondary diagonal
are taken with the sign minus:

Let us now consider the following example.

1 2 1
Example 9. Calculate the determinant of the matrix A=|{0 -2 3.
3 1 1

Solution. Calculate the determinant, using the rule of triangle:

1 2 1
0 -2 3=1(-2)-1+2-3-3+0-1:1-1-(-2)-3-0-1.2-3.1-1=
3 1 1

=-2+18+6-3=19.
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1.3.1. Basic properties of determinants
1. A determinant does not change its value at the transposition of the
1 &2 3| |1 a1 dg
matrix, i. €. [8y; 8y, @y3(=|8p a8y, ag,|or det A=detA'.
d3; @83 dg3| |3 dp3 @833
Example 10. Check the property:

3 2 5
4 1 8/=12+40-16+5-32-48=-39.
-1 2 4

Transpose rows and columns and obtain:

3 4 -1
2 1 2|=12-16+40+5-32-48=-39.
5 8 4

2. Transposing of two any rows (columns) the determinant changes its
&1 2 a3 dp1 8pp A3
sign. For example, [ay; apy Aoz(=—l817 o Q3.
d3; @832 dz3| |d31 dzp 33
Example 11. Check the property:

5
2 5 6|=-25+18+0-0+2-60=-65.
3 2 -1

Transpose the first row and the second one and obtain:

2
5 1 0{=-2+60+0-18+25-0=065.
3 2 -1
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3. If any row (column) of the determinant completely consists of zeros
then the determinant is equal to zero.

Example 12. Check the property:

=0+0+0-0-0-0=0.

ESNEN \ S RN )
w K O
o O o

4. A common factor of all elements of a row (column) can be taken out

Kay, @, a 8; 8, o
of the determinant. For example, (ka,; a,, a,3/=Kla,; a,, ay|, where

kag, a5, ag A1 83 g3
keR.
Example 13. Check the property.

-1
=16+60-6-36+16-10=40.

S AN
P W

2
5

The first column has a common factor 2. We take it out of the determi-
nant and obtain

2 -1 3 1 -1 3
4 2 1|=2]2 2 1:2(8+3O—3—18+8—5):2-20240.
6 5 4 3 5 4

17



5. If we add to all elements of a row (column) of the determinant the
corresponding elements of other row (column) multiplied by some number
then the value of the determinant will not change, . e.

a, +kay, a5, Q| |ay a, a;
a, +ka,, a,, a,|=la, a, ay|, where keR.
ay tkag, a3 ag| |83 A Ag

Example 14. Check the property.

3 -1 5
2 1 -4=9+20+4-5+6+24=58.
1 2 3

For example, calculate this determinant by adding to all elements of row
3 of the determinant the corresponding elements of row 1 multiplied by 2.
Thus

3 -1 5| | 3 -1 5 | 3 -1 5
2 1 -4=| 2 1 4 |=2 1 4=
1 2 3| 1432 2+(-1)-2 3452 [7 0 13
—39+28-35+26=58.

6. The determinant possessing two identical or proportional rows (col-
umns) is equal to zero.

Example 15. Check the property.

1
2
3)

R O W

4
8/=18+8+120-120-18-8=0.
3

The determinant is equal to zero, because the first row and the second one

. a d a
are proportional rows: —21 = 222 — 223 _ 9

18



1.4. Minors and algebraic cofactors

Consider the following notions.
Definition. The minor Mj; of the element &;; of the determinant of n-

th order is called the determinant of the (n—l)-th order obtained from the
given one by crossing the row and the column on which intersection the ele-
ment &;; is located.

Definition. The algebraic cofactor A; (or the cofactor) of the element

a;j of the determinant is called the following value A; = (- M;;.

Theorem (concerning decomposition of a determinant in its rows or
columns). The sum of products of elements of any row (column) by their co-
factors is equal to this determinant, i. e.

n -
‘A‘ = kZ:laijkj , _] =1n.

Example 16. Calculate the determinant on the base of the rule of trian-
gle and check the result using the theorem concerning decomposition of the
determinant in its 1-st row and the 3-rd column.

Solution. Calculate the determinant, using the rule of triangle:

1 2 1

0 -2 3=1-(-2)-1+2-3-3+0-1-1-1-(-2)-3-0-1-2-3-1-1=
3 1 1

=-2+18+6-3=109.

Checking the determinant value by decomposing in the 1-st row

1 2 1
0 -2 3=ay-Ay+ap-Ap+agg-Ag =1 ()" My +2. ()72 My, +
3 1 1

0 3

3
+1-1-
31 3

0 -2
+2-(-1)-
Je2. (o

. =(-2-3)-

—2
+1- ()3 My =11 .

~2-(0-9)+(0-(~6))=-5+18+6=19
and the 3-rd column

19



1 2 1
0 -2 3=ay3-Ag+ay Apgtagy Aig=1-(-)"3 Mg +3-(-1)*" Mg+
3 1 1

-2 1 2 1 2
Zeacnl Jaal 2 -0-ce)-

0
+1- (-1 Moy, =11, +1-1-

~3-(1-6)+(-2-0)=6+15-2=19.

1.5. Matrix inverse

Definition. The square matrix A is called invertible or nonsingular, if
det A= 0, otherwise it is called not invertible or singular.

Definition. The matrix A~ is called inverse relatively to the square

nonsingular matrix A if A- At=pAl A= E, where E is the unit matrix.
The square matrix can have an inverse matrix if its determinant is non-
zero, i. e. A is a nonsingular matrix.

1.5.1. Finding inverses by cofactors
An inverse matrix can be obtained according to the following formula:

Al Ay o Ay
Al LAz Ao Ar
Al |

A1n A2n Ann

where A; are cofactors of the elements @;; of the matrix Al =1n.

Now let us consider the following example.
Example 17. Find the inverse matrix for the following matrix

1 1 2
A= 3 0 3.
-2 3 0

Solution. Let us find the determinant of the given matrix:

20



1 1 2
A=|3 0 3=1.0-0+1-3-(-2)+3-3-2-0-(-2)-2-3-3-1-3-1.0 =
2 30

=0-6+18-0-9-0=3=%0.
Its determinant is non-zero. Find the cofactors for the elements of the
matrix A:

= — l+l.0 3— . J— [
M= T -1(0-9)-5,

— [ — 1+2. 3 3— J— . —_— _
M=%, =)0 (-8) =6
Al3:(—1)1+3'_3 g‘:l-(9—o)=9,

_(_ 2+1_1 2__ (O0_R)—

Pa= (7 2= (0-0)-6,

_(_1\2+2 . 1 2_ (_ _
o =97, 01 (0-(4)=4

— [ — 2+3. 1 l— J— . —_— [
oy =%, =(0-a-(2)=5,

_(_ 3+1.1 2_ (2_0)—
= (P 3‘_1(3 0)=3

_(_ 3+2.l 2__ (2_R)—
Aoz = (%2 3‘_( 1) (3-6)=3

= (— 3+3.1 1— . — e
Ags = (-1) ; O‘_l (0-3)=-3.

We obtain the inverse matrix:

-9 6 3 -3 2 1
A‘lzé —6 4 3 |=[-2 4/3 1

9 -5 -3 3 -5/3 -1

21



Checking the condition A- A1l=E:

1 1 2)(-3 2 1
A-AYT=| 3 0 3|2 4/3 1 |=
~2 3 0)| 3 —-5/3 -1

-3-2+6 2+4/3-10/3 1+1-2 1 00
=1 -9+0+9 6+0-5 3+0-3 (=|0 1 O|=E.
6-6+0 -4+4+0 —-2+3+0 0O 0 1

1.5.2. Finding inverses by elementary row operations
We shall consider a technique by which we can find the inverse A~ of

a square matrix A, if the inverse Al exists. Before we consider this tech-
nique, let us recall the three elementary row operations (or elementary trans-
formations). These are:

1) interchanging (exchanging) two different rows;

2) adding a multiple of one row to another row;

3) multiplying one row by a non-zero constant.

We consider an array with the matrix A on the left and the unit ma-
trix E on the right:

a1 o a311 0 O
AE=|ay ay axpl0 1 0
dz; agy azz0 0 1
The obtained matrix is called an augmented matrix and denoted by A\E . We

now perform elementary row operations on the array A\E and try to reduce

the left hand half to the unit matrix E.
Now let us consider the following example.

1 1 2
Example 18. Find the inverse matrix for A=| 3 0 3| like in ex-
-2 3 0

ample 17.

Solution. To find A%, we consider the augmented matrix A\E ;
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1 1 211 0O
AE=| 3 0 3|0 1 0}
-2 3 0/0 0 1

We now perform elementary row operations on this array and try to re-
duce the left hand half to the unit matrix E.
Let’s numerate the rows of an augmented matrix:

1 1 211 0 0) [
AE=| 3 0 3/0 1 0|~|[2]]-
~2 3000 0 1/ |[3]

where [i] is denoted by the number row i.

Adding —3 times row 1 to row 2 and writing down the result instead of
row 2, we obtain

1 1 21 00
~|[-(-3)+[2]|~| 0 -3 -3-3 1 0]~
2 3 0]/0 01

Adding 2 times row 1 to row 3 and writing down the result instead of row
3, we obtain

1 1 2|1 0O

~ ~|0 -3 -3|]-3 1 0}~

[1]-2+[3] 0O 5 42 01
Dividing row 3 by 3 and writing down the result instead of row 2, we ob-

tain
1 1 2|1 0O O

~[2]:(-3)|~|0 1 1|1 -1/3 0|~
0 5 4|2 0 1

Adding -5 times row 2 to row 3 and writing down the result instead of
row 2, we obtain

11 2|1 o0 0
~ ~l01 1|1 -1/3 0]~
[2]-(-5)+[3]|] (0 0 -1/-3 5/3 1

23



Adding —1 times row 2 to row 1 and writing down the result instead of
row 1, we obtain

[2]-(-1)+[1]] (1 0 1|0 1/3 O
~ ~l01 1|1 -1/3 0|~
0 0 -1-3 5/3 1
Multiplying row 3 by (1), we obtain
1 0 10 1/3 0
~[8]-(-1)|~|0 1 1j]1 -1/3 O |~
0 0 13 -5/3 -1

Adding —1 times row 3 to row 2 and writing down the result instead of
row 2, we obtain

1 0 1/0 1/3 0
~[8]-(-1)+[2]|~|0 1 0|-2 4/3 1 |~
0 0 1{3 -5/3 -1

Adding -1 times row 3 to row 1 and writing down the result instead of
row 1, we obtain

[B]'(-1)+M] (1 0 0[-3 2 1
~ ~/0 1 0/-2 4/3 1
0 0 1/3 -5/3 -1

Note now that the augmented matrix AE is in reduced row echelon

form, and that the left hand half is the unit matrix E. It follows that the right

hand half of the augmented matrix A\E represents the inverse Al Hence

-3 2 1
At=|-2 4/3 1
3 -5/3 -1

Both way 1.5.1 and 1.5.2 have the same result.

1.6. Rank of a matrix

The rank of the mxn-matrix A is the highest order of its non-zero mi-
nor and denoted by r(A), rg(A) or rang A.
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For a non-zero matrix 0<rang A<min{m,n}. If the rang A=k, then

any non-zero minor of the k -th order is called basic.
To find a rank of a matrix we can use elementary row operations to re-
duce the given matrix to the triangular form:

d11 @12 ... A
0 ayp aon 1)
0 O Ann
or to the truncated-triangular form:
a1 &2 ... @ Ay -+ 8y
0 ay, ... Ay as -.. &y, 1.2)
0 0 ... &y 8k --- 8

then the number of non-zero rows of the transformed matrix defines the rank
of the initial matrix.

Elementary row operations (or elementary transformations) are:

1) interchanging (exchanging) two different rows;

2) adding a multiple of one row to another row;

3) multiplying one row by a non-zero constant;

4) crossing out one of the same row;

5) crossing out of zero row.

2 -2 3
Example 19. Calculate the rank of the matrix: A=|1 -3 2].

3 3 9
Solution. Let us exchange the 1-st and the 2-nd rows:

1 -3 2 1 -3 2
A~12 -2 3|~|[1]-(-2)+[2]|~|0 -4 -1|~|[2]:(-1)]|~
3 3 9) |[M(-3)+[3]] 0 12 3 [3]:3
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1 -3 2
1 -3 2
~10 4 1|~ :
0 4 1
0 4 1

The number of non-zero rows of the transformed matrix equivalent to
the initial one is 2. Therefore rang A= 2.

2. Systems of linear algebraic equations

A system of m linear algebraic equations with n unknown quantities
has the form:

ay1Xq + Xy +...+ 3 X, =by
a21X1 + a22X2 +...+ aZan = b2

N

(2.1)

\amlxl + am2X2 +...+ aman = bm
where a11,8,,...,8y, are the coefficients of the system; b;,b,,...,b, are its
free terms and X, X,,...,X,, are the unknown quantities.

A solution of the system (2.1) is a set of N numbers X, X,,...,X,, satisfy-

ing every equation of system.

Every system of the form (2.1) has either no solution, one solution or in-
finitely many solutions.

A system is consistent or compatible if there exists at least one solution,
otherwise it is inconsistent or incompatible.

A compatible system is called definite or determined if it has the only
solution.

A compatible system is called indefinite or undetermined if it has more
than one various solutions.

Systems are equivalent if they have the same solution set.

If bj =0 for all j the system (2.1) is homogeneous.
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Note that the system (2.1) can be written in a matrix form as AX =B,

dq1 Q1 ... Y
. dpy dpp ... dpp | . . .
where the mxn-matrix A=| ) ] is the matrix of coeffi-
aml am2 amn
. . . . by | .
cients or the basic matrix, the matrix-column B =| IS a matrix-column of
by
X1
. Xo |, .
free terms and the matrix-column X =| | is the unknown matrix-column.
Xn

2.1. Solution of system of equations using Cramer method

Let the system (2.1) consist of n linear equations with N unknown
quantities and its determinant det A= 0 then unknown quantities can be

found accordingly to the formulas by Cramer:
A_ . JR—
X; =—-, 1=1n,
A
where A is the determinant of the system; A; is determinant obtained from
the determinant of the system by substituting the column i by the matrix-

column B:
A1..815.1 B Qi

p1--8zi Dy B8

ng-8ni1 By njsge-@m
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For example, consider the system (2.1) consists of 3 linear equations
811% +81pXy + 83Xz =0y

with 3 unknown quantities <a,1X; +ay9Xs +893X3 =0, . Then unknown
a31X| +azpXp + 833Xz = D3

guantities can be found accordingly to the formulas by Cramer:

xlzﬁ, Xy :ﬁ, x3:&,
A A A
dj; a1 a3 by ap s a;p by ag
where A=y 8 ax|, A=y ayp axy|, Ay=ax; by ap|
dzp d3p dg3 b; a3 as; az; b3 ags
a1 ap b

Az =lay ax byl

az; ag; Dbs
Let us illustrate this method by example.
Example 20. Solve the given system of equations using Cramer me-

thod:
5%y — Xy —X3 =0
Xg +2Xy +3%3 =14 .
4Xq 43Xy +2X%3 =16
Solution. Find the determinant of the given system:
5 -1 -

A=1 2 3|=52-2+4-3-(-1)+1-3-(-1)-4-2-(-)-2-1-(-1) -
4 3 2
~3-3.5=20-12-3+8+2-45=-30=0.

Its determinant is non-zero. Apply the formulas by Cramer:

0 -1 —
Aj=14 2 3|=0-48-42+32-0+28=-30, x1=%=_—28=1,
16 3 2 -
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5 0 -1
Ay=L 14 3|=140+0-16+56—0—240=—60, x2=%=_—gg=2,
4 16 2 -

5 -1 0
A 90
A3—1 2 14:160—56+0—O—210+16:—90, X3:X:ﬁ:3-
4 3 16

Checking by substitution X;, X5, X3 into the initial system:

9% —Xo —X3 =0 5:1-2-3=0 0=0
X{ +2X, +3X3 =14 =714+2-2+3-3=14 = <14=14.
4Xy +3Xy +2X3 =16 4-1+3-2+2-3=16 16 =16

2.2. Solution of system of equations using an inverse matrix

Let the system (2.1) consist of n linear equations with N unknowns and
its determinant det A = 0. Write this system in a matrix form as

AX =B. 2.2)

Let us multiply both parts (2.2) by the inverse matrix AL on the left.
Then we obtain

A1.AX=A1.B.

Since A1-A=E and E-X =X we can get a solution by the formula

X =A".B.
Let us illustrate this method by example.
Example 21. Let’s find a solution of the system from example 20 by the

maitrix method.

Xq 0 5 -1 -1
Solution. Here X =| X, [, B=|14 |, A=|1 2 3
X3 16 4 3 2

Calculate the determinant of the given system:
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5 -1 -
A=[1 2 3|=5-2.2+4-3-(-1)+1-3-(-1)-4-2-(-1)-2-1-(-1) -
4 3 2

-3-3.5=20-12-3+8+2-45=-30=#0.
Its determinant is non-zero. Find the inverse matrix by cofactors:

2 3 -1 - -1 -1
Ai=ly = A=, 2]12—1’ far=l, S|=7L
1 3 5 — 5 -1
R N
1 2 5 — 5 -
I N . et

5 1 1
5 -1 -1) |3 30 30
At l i 14 _ge|-|-10 _14 10
-30 30 30 30
-5 -19 11 5 19 11
30 30 30
Check the condition A-A X =E:
5 1 1
5 -1 -1y 30 30 30
AAl=|1 2 3| 10 14 167
30 30 30
4 3 2) 5 19 11
30 30 30
25+10-5 5+14-19 5-16+11 30 0 O
_ 1 5-20+15 1-28+57 1+32-33 _ 1 0 30 0 |=
20-30+10 4-42+38 4+48-22 30 0O 0 30
1 00
=0 1 0|=E.
0 01

The solution of given systemis X = A1.B. Then
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2 1 1 19,14,16

e b BB [

X=|%|=AtB=|-= -== = |14|=|-Z0-—+=2|=|2].
30 30 30 3~ 15 15

%3 5 19 1116/ |1 266 176 | (3
30 30 30 6 30 30

Thus X =1, X, =2, X3 =3.
2.3. Solution of system of equations using Gauss method

Definition. Matrices obtained one from another by elementary row op-
erations are called equivalent. The equivalence of matrices is marked by the
sign ~ .

Gauss method is used to solve the system (2.1), which consists of m li-
near equations with n unknowns. This method includes sequential elimination
of unknowns to following scheme.

1. Create an augmented matrix of the given system

&1 ap .. an|b
a a . Qop|b

A‘B = ,21 ?2 ?n ,2 . The augmented matrix is called an array
ant 8m2 - 8mp|Pm

with the matrix A on the left and the matrix-column B of free terms on the
right and denoted by A‘B. The vertical line separates the matrix-column B.

The leading row and the leading element in A‘B that corresponds to the

choice of the leading equation and the leading unknown in the system (2.1)
are chosen. The system should be transformed in order to let the leading eg-
uation be the first one.

2. The leading unknown by means of the leading equation is eliminated
from the other equations. For this the certain elementary row operations of

the matrix A‘B are performed it is possible:

1) to change the order of rows (that corresponds to change of the order
of the equations' sequence);
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2) to multiply rows by any non-zero numbers (that corresponds to mul-
tiplying the corresponding equations by these numbers);

3) to add to any row of the matrix A‘B its any other row multiplied by

any number (that corresponds to addition to one equation of the system
another equation multiplied by this number).

Due to such transformations we obtain an augmented matrix, equivalent
to the initial one (i. e. having the same solutions).

On the second step a new leading unknown and a corresponding lead-
ing equation are chosen and then this variable is eliminated from all the other

equations. The leading row in the matrix A‘B remains without change. After

such actions the initial matrix A will be reduced to the triangular (1.1) or trun-
cated-triangular form (1.2) with the elements of the main diagonal equal to 1.

Let us illustrate this method by example.

Example 22. Let’s find a solution of the system from example 20 by
Gauss method.

Solution. 1. Write down an augmented matrix of the given system

5 -1 -10
AB=|1 2 314|~
4 3 216

Consider the direct way of Gauss method.

2. The leading unknown has the coefficient equal to 1, therefore find 1
in the first column. It is found at the second place (the second equation or the
second row). Then exchange the first and second rows.

If there is no such an equation then we divide the first equation by x
coefficient.

1 2 314
~|5 -1 -10 |~
4 3 2016

Now 1 is found at the first place of the first column.
Let's put at the first place an equation that has the first unknown coeffi-
cient equal to 1.

3. Let's carry out elementary row operations with the matrix A‘B. The

aim is to get a triangular matrix with the elements of the main diagonal equal
to 1. Let’'s comment on our actions.
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Let’'s numerate the rows of an augmented matrix:
1 2 3|14 [1]

-5 -1 -10 |~|[21|-
4 3 216) |[3]

The first row is the leading row.

Let’s leave the first row unchanged and add to the second row elements
the corresponding elements of the first row, multiplying by (-5) and let's write
down the result instead of the second row.

Let’'s add the corresponding elements to the first row multiplying by (-4)
to the elements of the third row and let's write down the result replacing the
third row.

1 2 3114
~[2]+[A]-(-5)|~|0 -5 -10-40 |~
[3]+[1]- (-4) 0 -11 -16/-70

Let’'s simplify the received augmented matrix, dividing the second row
by (-5).

1 2 3114
~1[2]:(-5)|~|0 1 2| 8 |~
0 -11 -16/-70

Now the second row is the leading row. Let's work with the first and
third rows.

Let's add the second row elements, multiplied by 11, to the third row.
Let us write down the result instead of the third row.

1 2 314
~ ~|0 1 28|~
[3]+[2]-11| |0 O 6/18
Let us simplify the received augmented matrix, dividing the third row by

1 2 314
~ ~10 1 28
[3]:6 0 0 13
In the result we get “zeros” below the main diagonal.

Then write down the received augmented matrix as the system of ques-
tions:
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Xq +2X, +3X3 =14
Xy +2X3 =8
X3 =3
Consider the backward way of Gauss method.

This system is solved by so-called “backward substitution”. inserting
X3 =3 (obtained from the third equation) into the second equation, one finds

Xo: X, =8—2-3 or X, =2. Then inserting the values obtained for X; and
X into the first equation, one finds X;: X, =14—-3-3-2-20r x; =1.
Thus X, =1, X, =2, X3 =3.

2.4. Solution of system of equations
using Jordan—-Gauss method

According to the method by Jordan—Gauss the leading unknown by
means of the leading equation on the current step is eliminated not only from
equations of the corresponding subsystem but also from the leading equa-
tions on previous steps and on any step the leading unknown has the coeffi-

cient equal to 1.
Example 23. Let’s find a solution of the system from example 20 by

Jordan-Gauss method.
Solution. By elementary row operations of the augmented matrix, we

obtain
5 -1 -10 1 2 314

AB=|1 2 3014|~|5 -1 -10 |~|[2]+[]-(-5) |~
4 3 20116) |4 3 2[16) |[31+[1 (-4)

1 2 3|14 1 2 3|14
~l0 -5 -10-40|~|[2]:(-5)|~|0 1 2|8 |~
0 -11 -16/-70 0 -11 -16/-70
T+[2]1- (=21 (1 0 -1-2 1 0 -1-2
~ -0 1 2|8 |- -0 1 2|8 |-
| [B]+[2]-11 | (0 0o 6[18) |[3:6] (0 0 1|3
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[1]+[3] 1 0 01
~[21+[3]- (=2 |~|0 1 02].
0 0 13

A unit matrix on the left of the vertical line is obtained. The column on
the right of the vertical line is values of unknown quantities.

Then write down the received augmented matrix as the system of ques-
tions:

X]_:l
X2:
X3:3

Thus X, =1, X, =2, X3 =3.
2.5. Investigation of the system compatibility

Kronecker—Capelli theorem. 1. A linear system (2.1) is consistent if its
basic matrix and its augmented matrix have the same rank, i.e.

rang A=rang AB.
A consistent system is determined if the ranks are equal to the un-
knowns number, i. e. rang A=rang AB =n.

2. A consistent system is undetermined if the ranks are less than the
unknowns number, i. e. rang A= rang A‘B <n.

3. A linear system is inconsistent if its basic matrix and its augmented
matrix have the different rank, i. e. rang A = rang A‘B.

If rang A=rang A‘B =n, then carrying out the backward way we ob-
tain the corresponding values of unknowns.
If rang A =rang A‘B =TI <n, then we should choose the main (basic)

unknowns, i. e. those ones which coefficients generate the unit matrix. The
basic variables are remained on the left, and other n—r variables are trans-
posed to the right parts of equations. The variables placed on the right part of
the system are called free variables. The basic variables are expressed
through free ones using the backward way. The obtained equalities are the
general solution of the system.
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Assigning to free variables any numeric values, we can find correspond-
ing values of the basic variables. Thus we can find the particular solutions of
the initial system of equations.

If free variables are assigned zero value, then the obtained particular
solution is called basic.

If the values of the basic variables are not negative, then the solution is

called supporting.

Investigation of the system compatibility is carried out using Gauss me-
thod or Jordan—Gauss method.

Example 24. Investigate the compatibility of the given system:

Xg +2Xy =3X3 +4X, =7
2X) +4Xy +5X3 — X4 =2
5X; +10X, +7X3 +2%, =11
Solution. By elementary row operations of the augmented matrix, we
obtain:

1 2 -3 4|7 12 -3 417
AB=|2 4 5 -12|~|[20+[M(-2)|~|0 0 11 -9|-12]-
5 10 7 211} |[B1+[-(-5)| 0 0 22 -18-24

12 -3 4 7
~[2]:11|~|0 0 1 -9/11-12/11|~ ~
0 0 22 -18| —24 [3]+[2]- (-22)

3 4| 7

2
1 2 - 4 7 11+121-

0 1 -9/11-12/11]-~ 3 _(H+2l3)
00 1 -9/11-12/11

00 0| o

2

0

0 4 7 ) _[[+[21-3] (1 2 0 17/11 41/11
1 -9/11-12/11 0 0 1 -9/11-12/11)

The initial system is equivalent to the following system of equations:

o r O O B
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Xq + 2Xo +£x4 =4—1
11 11
L 11 11
Let’s obtain the general solution:
(xl =4—1—2x2 —£x4
) 11 11 |
L 11 11

where X;, X3 are basic unknowns, X,, X, are free ones.

For example, obtain the particular solution, if X, =1, X, =—1:

41 17 36 12 9 21

X =-——2+=— 0or X; =—, Xg=—-——-—0r X3 =——.

11 11 11 11 11 11
Thus X, = % Xo =1, X3 = —i—i, X4 = —1 are the particular solution.

For example, obtain the basic solution, if X, =0,X, =0 :
41 12

=—, X3 = ——,
11 11

Thus X; = % X, =0, X3 = —%, X4 =0 are the basic solution.

X1

In this example the basic solution is not the supporting one, because
12

X3: ﬁ<0
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Control tasks

Task 1. For the pairs of matrices below say whether it is possible to add
(subtract) them together and then, where it is possible, derive the matrices

C=A+B,D=A-B, F=3A-4B, G=(—3)A+%B:

0 3 2 -1 1 4 2 3
1) A= and B= ;. 2) A= and
4 5 3 2 -3 2 -5 1

1 2 4 2 2 0
-2 0 2 -5
B= ;3)A=|1 -4 -3|andB=|-2 6 -2]|.
6 1 3 1
-1 1 1 -1 5 3

Task 2. In each of the following cases, determine whether the products
AB and BA are both defined; if so, determine also whether AB and BA have
the same number of rows and the same number of columns; if so, determine
also whether AB = BA:

2 1
0 3 2 -1 1 -1 5
a) A= and B = :b) A= and B=|3 6
4 5 3 2 3 0 4
1 5
3 1 -4 2 0 0
c)A=|-2 0 5 |andB=|{0 5 0 |
1 -2 3 0 0 -1

Task 3. Evaluate A® and A%, where
3 4 2 2 4 2
1) A=@ _15];2)A: 1 3 2 |;3A=-1 -9 -7/
0 2 -7 -4 3 -1
Task 4. Carry out the operations 2(A+ B)B, 3B(B—-2A), (3A—2B)A

on the given matrices and check the following properties:
a) (A+B)C=AC+BC,b) C(A+B)=CA+CB, c) A(BC)=A(BC).
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1 2 4 4 -3 0 1 3
HA=|1 -4 -3[B=|3 2 -1/,C=|-2 0 3|

-1 1 1 -2 -1 4 5 6 4
4 -1 5 3 -1 3 3 -1 3
2) A=| 6 4 -3|,B=| 5 3 -5|,C=| 5 3 -5].
-2 0 5 -4 -1 4 -4 -1 4
Task 5. Consider the six matrices
1 0 4
2 5 1 0 7
2 1 3
A=|1 B= , cC=|2 1 2], D =
1 1 5
1 2 1 3 0
3 2 1
1 7 2 9
F = , G=(-4 7 2)
9 2 7 1

a) Calculate all possible products. b) Transpose these matrices.
Task 6. Find the inverse matrix for the given matrix by using two me-

thods and check A-Atand A A:

2 8 -3 3 2 -3 2 2 1
HA=|-1 -7 4| 2)A=|5 4 1] 3)A=|1 -1 0}

-3 -6 2 -6 3 1 1 1 1

-6 9 0 3 -1 1 6 3 2
A= 1 2 3| 5 A=|1 0 2|; 6)A=[7 1 2|

11 5 7 2 2 1 301

Task 7. Calculate the determinant of the given matrices on the base of
Sarrus formula and check the result using the theorem concerning the de-
composition of the determinant in row 1 (2 or 3) and column 1 (2 or 3):

2 3 3 1 2 1 4 2 0
HA={1 0 -2;2A={ 0 -2 -3|; 3)A=2 1 -2|
-1 -4 1 -2 -3 2 -1 -1 4
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2 3 3 5 6 1 5 1 2
4B=|3 2 -4|:5B=|4 0 -1|: 6)B=|7 2 -3|
4 0 2 3 -1 4 10 6

Task 8. Calculate the following determinants:

-1 -2 3 2 2 3 1 -2 2 1 2 1

2 3 4 -2 1 -2 -2 1 2 1 3 -2
1) , 2) ; 3) ;

-1 1 0 1 -2 1 0o -1 o -1 2 2

O -1 3 1 3 0 3 1 -1 0 4 -3

2 0 1 1 -1 0 1 2 2 -1 1 -3

1 -1 O 2 2 1 -1 -4 1 -2 -3 1
4) ; 5) , 6) :

3 1 -1 -2 3 2 0 1 -2 2 0 -1

4 -2 3 1 4 -2 1 2 3 0 4 1

Task 9. Solve the systems using: a) Cramer method; b) an inverse ma-
trix; ¢) Gauss method; d) Jordan—Gauss method.

(2% +3X, —2X3 =5 X, +4X, —3%X3 =5 2X) +2Xy — 2% = — 2
1) S =X +4Xy = X3=3;2) 3 =2X + Xy = X3 =—1;3) 4 =X, + X, =3X3 =—5;
L X =X +X3=0 | 3X; — Xy +2Xg =2 Xg — Xy +Xg =3
[ 2X; + 84Xy —2%Xg =2 4% —2Xy — X3 =— 3 X —2Xy — X3 =—3
4) 35% —3X, + 2% =—1;5) { —x +2Xy—Xg=1 1 6){ X +2X,—x3=1
3X; + Xy — X3 =0 —2X) — Xy —2X3 =—3 — 3% — X9 —2X3 =—3

Task 10. Investigate the compatibility of the given systems of equations
and in the case of their compatibility solve them:
f5X1 —8X2 - 6X3 - 14
3%, —12X, —5%3 =—-4

1) < c2) < 5X  + X0 +3%X, =4 ;
) 2X1—6X2—X3=O ) ! 2 3

2X) + X9+ X3 =2

7X1 +2X2 +4X3 :l
(2% +4Xy +3%X3 =—2

) (X + Xy + Xg + X+ Xs =7
3)(1—5)(2 +2X3 +4X4 :2

X, +2Xy + X3+ X, —3X5 =—2
3)<7X1—4X2+X3+3X4:5 ,4)< ;

\5X1 +7X2 —4X3 —6X4 — 3

15X +4X, +3X3 +3X, — X5 =12
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(X; —2Xy —Xq + X4 =— 2
Xq + X9 —3Xy —4X5 =0 : 2 s
5) X1+X2—X3+2X4—X5:1 ,6)4

—3X, + Xy + X5 — Xg =—16
2X1+2X2+X3—X4+3X5:O
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A

6.
7.

Theoretical questions

What do you call the matrix?

What is the size of a matrix or its order?

What matrices do you know? Call all the types of matrices.

What matrix is called

a) transposed? b) singular? c) nonsingular?

What matrices can be:

a) added? b) subtracted?

How can a matrix be multiplied by a scalar value?

What matrices can be multiplied? What is the rule of multiplying a

matrix by a matrix?

8.
9.

How many operations on matrices do you know?
What matrix is called inverse to a given matrix? Does an inverse

matrix exist for any matrix? Explain the rule “row by column”.

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.

20.

21.
22.
23.

What methods are used for finding an inverse matrix?
What transformations are called elementary?

What do you call 2-nd and 3-rd order determinant?

What is the rule of triangle (or Sarrus formula)?

What are the basic properties of determinants?

What do you call minor and algebraic cofactor of any element?
How can the determinant order be defined?

What ways of calculating determinants do you know?
Write formulas by Cramer. What case are they used?
What is

a) Gauss method?

b) Jordan-Gauss method?

c) matrix method?

What is

a) a rank of a matrix?

b) an augmented matrix?

What methods of finding a rank of a matrix do you know?
Formulate Kronecker—Capelli theorem.

What solution is called

a) general? b) particular? c) basic? d) supporting?
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