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A classical definition of a probability 
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PROBABILITY 

ADDITION THEOREMS
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• The events are called compatible

(not mutually exclusive) if they

can occur together in the same

experiment.

• The events are called

incompatible (mutually

exclusive) if they cannot occur

together in the same experiment.
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Probability addition theorem for 

incompatible events

The probability of realization of at least one 

of two events A and B is given by 

the formula: 

where A and B are incompatible events.

)()()()( BРAРBorAРBAР 
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Example. Ann rolls a die once. a) What is the proba-

bility she rolls a 3 and a 6? b) What is the probability 

she rolls a 3 or a 6?

Solution. a) When one die is rolled, the event A of 

rolling a 3 and the event B of rolling a 6 are events that

cannot both happen at the same time, and are called 

mutually exclusive events. So the probability of rolling

a 3 and a 6 is impossible on one roll of a die, and 

equal to zero, i.e. 

b) The probability of rolling a 3 (A) or a 6 (B) is also 

mutually exclusive event and is calculated by 

the formula:
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TASK

In a pencil-box there are 12 pencils of an equal

form and size? Four colored pencils, 8 lead

pencils. If the pencil-box is opened, a pencil is

taken out, what is the probability that the pencil is

(1) lead? (2) colored? (3) lead and colored?

(4) lead or colored?
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Probability addition theorem for 

compatible events

The probability of realization of at least one

of two events A and B is given by 

the formula: 

where A and B are compatible events.

)()()()()( BAРBРAРBorAРBAР 

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

12



Example. Ann rolls a die once. What is the probability 

she rolls a prime number or an odd number?

Solution. When one die is rolled, the event A of rolling 

a prime or the event B of rolling an odd number are

events that can both happen at the same time, and 

they are compatible events. 

We have                        ,                            and obtain 

We find 

and use the formula:
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Question 1
There are 12 examination cards on the table

numbered from 1 to 12.

What is the probability that the number of

randomly taken card will be

(1) prime?

(2) composite?

(3) prime or composite?

(4) multiple of 2?

(5) multiple of 3?

(6) multiple of 2 or 3?
PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

14



PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

15



PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

16



TASK

There are 32 examination cards on the table. What is the

probability that the number of randomly taken card will be

(1) multiple of 7? (2) multiple of 4?

(3) multiple of 7 or 4? (4) multiple of 7 and 4?
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MULTIPLICATION 

PROBABILITY

THEOREMS
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• The events are called independent

if the occurrence of one of them 

does not change the probability of 

the occurrence of the other one.

• The events are called dependent if 

the probability of each of them is 

changed in connection with the 

occurrence or nonoccurrence of the 

other one.
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Independent events

незалежні події

Dependent events

залежні події



Multiplication theorem for independent

events. When the outcome of one event has

no effect on the outcome of another event,

we say that the two events are independent

events. To obtain the probability of indepen-

dent events we multiply the probabilities of

the separate events, i.e.

       BРAРBandAРBAР 

where A and B are independent events.
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Example. A coin is tossed and a die is rolled. 

What is the probability of obtaining a head and 

a prime number?
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Example. A coin is tossed and a die is rolled. 

What is the probability of obtaining a head and 

a prime number?

Solution.

The result of tossing a coin cannot possibly

affect the outcome of rolling a die. In other 

words, if the coin landed as a head, it would 

not affect the way the die would land. Then 

the outcomes are independent events.
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The probability of A (tossing a head) is        , 

i.e. 

and the probability of B (rolling a prime 

number with a die) is       , 

i.e. 

because there are three numbers 2, 3, and 5 

that are prime. 
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Let’s use the formula

and obtain

       BРAРBandAРBAР 
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Example. A card is chosen at random from 

a deck of 52 cards. It is then replaced and 

a second card is chosen. What is the proba-

bility of choosing a jack and then an eight?
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A DECK OF 52 CARDS
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SUITS
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SUITS

DIAMOND
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SUITS

HEART
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SUITS

CLUB
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SUITS

SPADE

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

32



AN ACE
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A KING
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A QUEEN
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A JACK
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Example. A card is chosen at random from 

a deck of 52 cards. It is then replaced and 

a second card is chosen. What is the proba-

bility of choosing a jack and then an eight?

Solution.
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A JACK
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Example. A card is chosen at random from 

a deck of 52 cards. It is then replaced and 

a second card is chosen. What is the proba-

bility of choosing a jack and then an eight?

Solution.

 
52

4
 pick)first on P(jack AP 

   pick) 1st on jack given pick 2nd on P(8A|BP
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Example. A card is chosen at random from 

a deck of 52 cards. It is then replaced and 

a second card is chosen. What is the proba-

bility of choosing a jack and then an eight?

Solution.

The probability that the first card is a queen is 4 out of 52. If the first 

card is replaced, then the second card is chosen from only 52 

cards. Accordingly, the probability that the second card is a jack 

given that the first card is a queen is 4 out of 52.
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Example. A card is chosen at random from 

a deck of 52 cards. It is then replaced and 

a second card is chosen. What is the proba-

bility of choosing a jack and then an eight?

Solution.
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HOMEWORK

A school survey found that 9 out of 10 students

like pizza. If three students are chosen at

random with replacement, what is the

probability that all three students like pizza?

PhD Misiura Ie.Iu. (доцент 
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Multiplication theorem for dependent 

events. If A and B are dependent events, 

then:

           BAРBРABРAРBandAРBAР 

where                   or                    is called 

the conditional probability of the event B

given the event A (it means the probability

that the event B will occur given that the

event A has already occurred). 

 ABР  BРA
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Example. There are 3 nonstandard electric

bulbs among 50 electric ones. What is the 

probability that 2 electric bulbs taken at a time

are nonstandard?

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

44



Example. There are 3 nonstandard electric

bulbs among 50 electric ones. What is the 

probability that 2 electric bulbs taken at a time

are nonstandard?

Solution.

The probability of the event A that the first 

bulb is nonstandard equals         
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Example. There are 3 nonstandard electric

bulbs among 50 electric ones. What is the 

probability that 2 electric bulbs taken at a time

are nonstandard?

Solution.

The probability of the event A that the first 

bulb is nonstandard equals        . 
50

3
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The probability of the second bulb is non-

standard (the event B) on conditions that 

the first bulb is nonstandard (the event A) 

equals         
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The probability of the second bulb is non-

standard (the event B) on conditions that 

the first bulb is nonstandard (the event A) 

equals         

49
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The probability of the second bulb is non-

standard (the event B) on conditions that 

the first bulb is nonstandard (the event A) 

equals         ,

because the total number of bulbs and the

number of nonstandard bulbs are decreased

by 1. 

49

2
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According to the formula 

we have 

       ABРAРBandAРBAР 
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Example. A card is chosen at random from 

a pack of 52 playing cards. Without replacing it,

a second card is chosen. What is the proba-

bility that the first card chosen is a queen and 

the second card chosen is a jack?
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Example. A card is chosen at random from 

a pack of 52 playing cards. Without replacing it,

a second card is chosen. What is the proba-

bility that the first card chosen is a queen and 

the second card chosen is a jack?

Solution.
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Example. A card is chosen at random from 

a pack of 52 playing cards. Without replacing it,

a second card is chosen. What is the proba-

bility that the first card chosen is a queen and 

the second card chosen is a jack?

Solution.
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Example. A card is chosen at random from 

a pack of 52 playing cards. Without replacing it,

a second card is chosen. What is the proba-

bility that the first card chosen is a queen and 

the second card chosen is a jack?

Solution.

The probability of choosing a jack on the second pick given that 

a queen was chosen on the first pick is a conditional probability
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Example. A card is chosen at random from 

a pack of 52 playing cards. Without replacing it,

a second card is chosen. What is the proba-

bility that the first card chosen is a queen and 

the second card chosen is a jack?

Solution.
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HOMEWORK

Three cards are chosen at random from a

pack of 52 cards without replacement. What

is the probability of choosing 3 aces?
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Two random events A and B are said to be 

independent if the conditional probability of

A given B coincides with the unconditional 

probability of A, i.e. 

  )(AРBAР 
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A conditional probability from the formula

is expressed as:

       ABРAРBandAРBAР 

   
 AР
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Example. The probability that it is Friday 

and that a student is absent is 0.03. Since 

there are 5 school days in a week, the pro-

bability that it is Friday is 0.2. What is the 

probability that a student is absent given that

today is Friday?

PhD Misiura Ie.Iu. (доцент 
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Example. The probability that it is Friday 

and that a student is absent is 0.03. Since 

there are 5 school days in a week, the pro-

bability that it is Friday is 0.2. What is the 

probability that a student is absent given that

today is Friday?

Solution. Let’s denote that 

it is Friday as the event A

and 

a student is absent as the event B. 
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According to the condition of this example 

we have:

the probability that it is Friday (A) and that 

a student is absent (B) is 0.03, i.e.

the probability that it is Friday (A) is 0.2, i.e.

Then the event that a student is absent (B) 

given that today is Friday (A) is denoted by AB

  03.0BAР

  2.0AР
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Then the event that a student is absent (B) 

given that today is Friday (A) is denoted by  

Let’s find                   using the formula

AB

 ABP

   
 

15.0
2.0

03.0
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HOMEWORK

A math teacher gave her class two tests.

25% of the class passed both tests and 42%

of the class passed the first test. What

percent of those who passed the first

test also passed the second test?

PhD Misiura Ie.Iu. (доцент 
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A complete group of events
One says that events                                form

a complete group of pairwise incompatible 

events (or mutually exclusive), if exactly one of 

them necessarily occurs for each realization of 

the experiment and no other event can occur.

If events                                      form 

a complete group of pairwise incompatible

events, then
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Example
ROLLING A DIE (6 outcomes)

The 1-st event is number 1

The 2-nd event is number 2

The 3-rd event is number 3

The 4-th event is number 4

The 5-th event is number 5 

The 6-th event is number 6

 11 H

 22 H

 33 H

 44 H

 55 H

 66 H
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Example
ROLLING A DIE (6 outcomes)

The 1-st event is number 1

The 2-nd event is number 2

The 3-rd event is number 3

The 4-th event is number 4

The 5-th event is number 5 

The 6-th event is number 6

 11 H

 22 H

 33 H

 44 H

 55 H

 66 H
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For example, two opposite (complementary) 

events and      form a complete group of

incompatible events.

A A

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)
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Example

TOSSING A COIN (2 outcomes)

The event A is head (the 1-st side of a coin)

The event not A is tail (the 2-nd side of a coin)

 hA 

 tA 
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Example

TOSSING A COIN (2 outcomes)

The event A is head (the 1-st side of a coin)

The event not A is tail (the 2-nd side of a coin)

 hA 

 tA 
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Example. Let the probability that the shooter 

scores 10 points, when hitting the target, equals 

0.4, 9 points – 0.2, 8 points – 0.2, 7 points – 0.1,

6 points and less – 0.1. What is the probability 

that the shooter scores no less than 9 points by 

one short?

PhD Misiura Ie.Iu. (доцент 
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Example. Let the probability that the shooter scores 

10 points, when hitting the target, equals 0.4, 9 points – 0.2, 

8 points – 0.2, 7 points – 0.1, 6 points and less – 0.1. Check 

whether all events form a complete group of events.

Solution. 

Let       be the shooter scoring 10 points,

be the shooter scoring 9 points,  

be the shooter scoring 8 points,  

be the shooter scoring 7 points,  

be the shooter scoring 6 points and less.

1A

2A

3A

4A

5A
PhD Misiura Ie.Iu. (доцент 
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Let       be the shooter scoring 10 points,

be the shooter scoring 9 points,  

be the shooter scoring 8 points,  

be the shooter scoring 7 points,  

be the shooter scoring 6 points and less.

These events form the complete group of 

pairwise incompatible events, i.e.

1A

2A

3A

4A

5A
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54321



 APAPAPAPAP

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

74



A NOTION OF AN EVENT 

INDEPENDENCE
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A notion of a pairwise 

independence of random events

Events                            are called pairwise 

independent if any two events are indepen-

dent, i.e. 

for any          (          ).

     jiji APAPAAP 

ji, ji 
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Let events                                 be independent,

A is at least one of n events occurs in the expe-

riment. Then        is this event that no one of n

events occurs in the experiment, i.e.   

. The events A and

form a complete group of incompatible events, 

therefore,

This formula is called the probability that at 

least  one of  events occurs. 

A

A
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Example. Two students are going to take 

the exam. The probability that the first stu-

dent passes it equals 90%, for the second is 

75%. What is the probability that

1) one of two students passes the exam;

2) at least one of two students does it.

PhD Misiura Ie.Iu. (доцент 
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Example. Two students are going to take 

the exam. The probability that the first stu-

dent passes it equals 90%, for the second is 

75%. What is the probability that

1) one of two students passes the exam;

2) at least one of two students does it.

Solution. 

How many students?
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Example. Two students are going to take 

the exam. The probability that the first stu-

dent passes it equals 90%, for the second is 

75%. What is the probability that

1) one of two students passes the exam;

2) at least one of two students does it.

Solution. 

A1 is the first student passes the exam

A2 is the 2-nd student passes the exam
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Example. Two students are going to take the exam.

The probability that the first student passes it equals 

90%, for the second is 75%. What is the probability that 

1) one of two students passes the exam;

2) at least one of two students does it.

Solution. 

A1 is the first student passes the exam

not A1 is the first student doesn’t pass the exam

A2 is the second student passes the exam

not A2 is the second student doesn’t pass the exam
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Example. Two students are going to take the exam. The proba-

bility that the first student passes it equals 90%, for the second is 

75%. What is the probability that

1) one of two students passes the exam;

2) at least one of two students does it.

Solution. What outcomes are possible?

In this experiment we obtain 4 outcomes:

A1 and A2

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)
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Example. Two students are going to take the exam. The proba-

bility that the first student passes it equals 90%, for the second is 

75%. What is the probability that

1) one of two students passes the exam;

2) at least one of two students does it.

Solution. What outcomes are possible?

In this experiment we obtain 4 outcomes:

A1 and A2

A1 and not A2
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Example. Two students are going to take the exam. The proba-

bility that the first student passes it equals 90%, for the second is 

75%. What is the probability that

1) one of two students passes the exam;

2) at least one of two students does it.

Solution. What outcomes are possible?

In this experiment we obtain 4 outcomes:

A1 and A2

A1 and not A2

not A1 and A2

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

85



Example. Two students are going to take the exam. The proba-

bility that the first student passes it equals 90%, for the second is 

75%. What is the probability that

1) one of two students passes the exam;

2) at least one of two students does it.

Solution. What outcomes are possible?

In this experiment we obtain 4 outcomes:

A1 and A2

A1 and not A2

not A1 and A2

not A1 and not A2
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Example. Two students are going to take the exam. The proba-

bility that the first student passes it equals 90%, for the second is 

75%. What is the probability that

1) one of two students passes the exam;

2) at least one of two students does it.

Solution. What outcomes are possible?

In this experiment we obtain 4 outcomes:

A1 and A2

A1 and not A2

not A1 and A2

not A1 and not A2

These are not equally likely events.
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Each student can pass the exam or not.

P(A1)=90%=0.9 

P(A2)=75%=0.75
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for complementary events

    1 APAP
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for complementary events

    1 APAP

   APAP 1
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Each student can pass the exam or not.

P(A1) = 90% = 0.9 

P(A2) = 75% = 0.75

P(not A1)= 1 - 0.9 = 0.1

P(not A2)= 1 - 0.75 = 0.25.
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QUESTION 1

What is the probability that one of two stu-

dents passes the exam?

The event A (one of two students passes the

exam) has 2 cases. 

The first case is A1 and not A2.  

The second one is not A1 and A2. 
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QUESTION 1

What is the probability that one of two stu-

dents passes the exam?

The event A (one of two students passes the

exam) has 2 cases. 

The first case is A1 and not A2.  

The second one is not A1 and A2. 

The events A1 and A2 are independent. 

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

93



QUESTION 1

What is the probability that one of two students 

passes the exam?

The event A (one of two students passes the 

exam) has 2 cases. 

P(A)=P(A1)*P(notA2)+P(notA1)*P(A2)=

=0.9*0.25+0.1*0.75=0.225+0.075=0.3=30%
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QUESTION 2

What is the probability that at least one of 

two students passes the exam?
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QUESTION 2

What is the probability that at least one of 

two students passes the exam?

In this experiment we obtain 4 outcomes:

A1 and A2

A1 and not A2

not A1 and A2

not A1 and not A2
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QUESTION 2

What is the probability that at least one of two stu-

dents passes the exam?

In this experiment we obtain 4 outcomes:

A1 and A2

A1 and not A2

not A1 and A2

not A1 and not A2

The event A (at least one of two students passes the 

exam means one of two students can pass or two stu-

dents can pass) contains 3 cases.

The first case is A1 and not A2.  

The second one is not A1 and A2. 

The third one is A1 and A2. 
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QUESTION 2

What is the probability that at least one of two students 

passes the exam?

The event A (at least one of two students passes the exam means

one of two students can pass or two students can pass) contains 3

cases.

The first case is A1 and not A2.  

The second one is not A1 and A2. 

The third one is A1 and A2.

The events A1 and A2 are independent.

P(A)=P(A1)*P(notA2)+P(notA1)*P(A2)+P(A1)*P(A2)=

=0.9*0.25+0.1*0.75+0.9*0.75=

=0.225+0.075+0.675=0.975=97.5%
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QUESTION 2

What is the probability that at least one of two students 

passes the exam?

The event A (at least one of two students passes the exam means

one of two students can pass or two students can pass) contains 3

cases.

The first case is A1 and not A2.  

The second one is not A1 and A2. 

The third one is A1 and A2.

We can solve it using formula     1 APAP
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QUESTION 2

What is the probability that at least one of two students 

passes the exam?

The event A (at least one of two students passes the exam means

one of two students can pass or two students can pass) contains 3

cases.

The first case is A1 and not A2.  

The second one is not A1 and A2. 

The third one is A1 and A2.

We can solve it using formula     1 APAP

   APAP 1
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QUESTION 2

What is the probability that at least one of two students 

passes the exam?

The event A (at least one of two students passes the exam means

one of two students can pass or two students can pass) contains 3

cases.

The first case is A1 and not A2.  

The second one is not A1 and A2. 

The third one is A1 and A2.

The complementary event (not A) is
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QUESTION 2

What is the probability that at least one of two students 

passes the exam?

The event A (at least one of two students passes the exam means

one of two students can pass or two students can pass) contains 3

cases.

The first case is A1 and not A2.  

The second one is not A1 and A2. 

The third one is A1 and A2.

The complementary event (not A) is no student passes the exam
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QUESTION 2

What is the probability that at least one of two students 

passes the exam?

The event A (at least one of two students passes the exam means

one of two students can pass or two students can pass) contains 3

cases.

The first case is A1 and not A2.  

The second one is not A1 and A2. 

The third one is A1 and A2.

The complementary event (not A) is no student passes the exam 

(it means not A1 and not A2).
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QUESTION 2

What is the probability that at least one of two students 

passes the exam?

The event A (at least one of two students passes the exam means

one of two students can pass or two students can pass) contains 3

cases.

The complementary event (not A) is no student passes the exam 

(it means not A1 and not A2).

We have 

P(not A)=P(not A1)*P(notA2)=0.1*0.25=0.025=2,5%.

The initial probability is P(A)=1-P(notA)=1-0.025=0.975.

We can use this formula to simplify your calculations.
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HOMEWORK 1

Three students are going to take the exam. The

probability that the first student passes it equals

0.9, the second one is 0.75, the third one is 0.6.

What is the probability that

a) all of three students pass the exam;

b) only the first student does it;

c) only the second and the third do it;

d) one student does it;

e) no student does it;

f) at least one student does it.
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HOMEWORK 2

Three balls are randomly drawn. What is the

probability that all three will be white? At least

one of them will be white?
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A TOTAL PROBABILITY 

FORMULA  

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

107



Formula of a total probability

Let’s suppose that a complete group of pairwise incom-

patible events                              is given and the uncon-

ditional probabilities                                                as well

as the conditional probabilities  

of an event       , are known. Then the probability of A can

be determined by the total probability formula

Each of the events                           is called hypothesis.

A

     



n

i

ii HAPHPAP
1
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Example. Three machines produce the same

type of product in a factory. The first one gives

200 articles, the second one does 300 articles 

and the third one does 500 articles. It is known

that the first machine produces 1 % of defective

articles, the second one does 2 %, the third one

does 4 %. What is the probability that an article

selected randomly from the total production will

be defective?

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

109



Example. Three machines produce the same type of

product in a factory. The first one gives 200 articles, the

second one does 300 articles and the third one does 500

articles. It is known that the first machine produces 1 % of 

defective articles, the second one does 2 %, the third one

does 4 %. What is the probability that an article selected 

randomly from the total production will be defective?

Solution. 

Let        be the event that the chosen article is defective.A
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Example. Three machines produce the same type of product in

a factory. The first one gives 200 articles, the second one does 300

articles and the third one does 500 articles. It is known that the first 

machine produces 1 % of defective articles, the second one does

2 %, the third one does 4 %. What is the probability that an article

selected randomly from the total production will be defective?

Solution. 

Let        be the event that the chosen article is defective.

Let’s consider the following complete group of events (hypotheses):

denotes the event that the randomly selected article is made by

the first machine,

denotes the event that the randomly selected article is made by

the second machine,

denotes the event that the randomly selected article is made by

the third machine.  

A

1H

2H

3H
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Let        be the event that the chosen article is defective.

Let’s consider the following complete group of events (hypotheses):

denotes the event that the randomly selected article is made by

the first machine,

denotes the event that the randomly selected article is made by

the second machine,

denotes the event that the randomly selected article is made by

the third machine.  

Let’s find their probabilities:

A

1H

2H

3H

  2.0
1000

200

500300200

200
1 


HP

  3.0
1000

300
2 HP   5.0

1000

500
3 HP

PhD Misiura Ie.Iu. (доцент 

Місюра Є.Ю.)

112



Let’s find their probabilities: 

Since events         ,           and          form the complete group, then 

  2.0
1000

200

500300200

200
1 


HP

  3.0
1000

300
2 HP   5.0

1000

500
3 HP

1H 2H 3H

      15.03.02.0321  HPHPHP
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is the event that the chosen article is defective. 

Hypotheses:

denotes the event that the randomly selected article is made

by the first machine,

denotes the event that the randomly selected article is made

by the second machine,

denotes the event that the randomly selected article is made

by the third machine. 

Let’s define conditional probabilities

Here              is defective article produced by the first machine, 

is defective article produced by the second machine,

is defective article produced by the third machine.

A

1H

2H

3H

     321 ,, HAPHAPHAP

1HA

2HA

3HA
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Let’s use the total probability formula and find:

We have 2.8 % of defective articles from the

total production.

              332211 HAPHPHAPHPHAPHPAP

028.004.05.002.03.001.02.0 
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Example. Three machines produce the 

same type of product in a factory. The first 

one gives 200 articles, the second one does 

300 articles and the third one does 500 

articles. It is known that the first machine 

produces 1 % of defective articles, the 

second one does 2 %, the third one does 

4 %. What is the probability that an article 

selected randomly from the total production

will be defective?
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EXPLANATION
What is the probability that an article selected random-

ly from the total production will be defective?

The 1-st machine: 200*1%=200*0.01=2 (articles)

The 2-nd machine: 300*2%=300*0.02=6 (articles)                                                             

The 3-rd machine: 500*4%=500*0.04=20 (articles)

The total number of defective articles is 2+6+20=28.

The total number of all articles is  200+300+500=1000

Probability of a defective article is  
1000

28


n

m
AP
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BAYES’ FORMULA
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Bayes' formula

If it is known that the event has occurred but

it is unknown which of the events 

has occurred, then Bayes' formula is used:

and

where is called a posteriori proba-

bility (final probability).

A

 
   

 AP

HAPHP
AHP kk

k




 AHP i
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A priori probability \ апріорна

ймовірність

A posteriori probability (final

probability) \ апостеріорна

ймовірність



Example. Let’s use the condition of the

previous example and solve the following

problem. It is known that a selected article is

defective. What is the probability that this

article was made by the second machine?
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Example. Let’s use the condition of example 8

and solve the following problem. It is known that 

a selected article is defective. What is the proba-

bility that this article was made by the second 

machine?

Solution. The desired probability of the event 

(the selected article was made by the second 

machine under condition that it is known that it is

defective) is determined by Bayes' formula

AH2

 
   

  14

3

28

6

028.0

02.03.022
2 







AP

HAPHP
AHP
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EXPLANATION
What is the probability that this selected defective article 

was made by the second machine?

The 1-st machine: 200*1%=200*0.01=2 (articles)

The 2-nd machine: 300*2%=300*0.02=6 (articles)                                                             

The 3-rd machine: 500*4%=500*0.04=20 (articles)

The total number of defective articles is 2+6+20=28.

The total number of all articles is  200+300+500=1000

Probability of a defective article from the second machine:

 
14

3

28

6
2 AHP
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A TOTAL PROBABILITY FORMULA

Формула повної ймовірності

BAYES’ FORMULA /

формула Байєса



Question 2

Three machines produce the same type of product

in a factory. The first one gives 40 articles, the

second one does 60 articles and the third one

does 100 articles. It is known that the first machine

produces 95 % of standard articles, the second

one does 98 %, the third one does 97 %.

(1) What is the probability that an article selected

randomly from the total production will be

standard?

(2) What is the probability that an article selected

randomly from the total production will be

defective?
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Question 3

The exercise is solved by 20 students, including 
6 A students, 10 B students, the others are C 
students. The probability that the A student 
solves the exercise equals 0.8, the B student 
solves the exercise equals 0.7, the C student 
solves the exercise equals 0.5. 

1) What is the probability that the exercise is 
solved?

2) It is known that the exercise has been solved. 
What is the probability that the exercise has 
been solved by the B student?
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Question 4

The right pocket contains three coins by 50 cent 

and 4 coins by 25 cent, the left pocket contains 6 

coins by 50 cent and 3 coins by 25 cent. One 

coin is moved out of the right pocket into the left 

one. 

1) What is the probability of moving out of the 

left pocket a coin by 50 cent at random?

2) What is the probability of moving out of the 

left pocket a coin by 25 cent at random?
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ECONOMIC MEANING

Importance of Probability:

The concept of probability is of great

importance in everyday life. Statistical

analysis is based on this valuable concept.

In fact the role played by probability in

modern science is that of a substitute for

certainty.
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ECONOMIC MEANING

The following discussion explains it further:

a) The probability theory is very much helpful for

making prediction. Estimates and predictions

form an important part of research investigation.

With the help of statistical methods, we make

estimates for the further analysis. Thus, statistical

methods are largely dependent on the theory of

probability.
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ECONOMIC MEANING

The following discussion explains it further:

b) It has also immense importance in

decision making.

c) It is concerned with the planning and

controlling and with the occurrence of

accidents of all kinds.
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ECONOMIC MEANING

The following discussion explains it further:

d) It is one of the inseparable tools for all

types of formal studies that involve

uncertainty.

e) The concept of probability is not only

applied in business and commercial lines,

rather than it is also applied to all scientific

investigation and everyday life.
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