Theme 8. The elements of the theory of matrices and determinants
Lecture plan
1. A definition and types of matrices, basic matrices.
2. Basic operations with matrices and properties of these operations.

3. A definition of the determinant, rules of calculation and properties of determi-
nants.

4. Notion of an inverse matrix, calculation of an inverse matrix by cofactors and
elementary row operations.

5. Notion of a matrix rank and its calculation.

1. A definition and types of matrices, basic matrices.
Definition. A rectangular table of numbers of the form

41 82 .. g

dp1 Ay .- 8pp . o
A= Orb”eﬂyA—(aij)mxn,I—l,m,J_l,n,

aml am2 e amn

which has m rows and n columns is called the matrix A of the size mxn.
Matrices are denoted by the capital letters A, B, C and so on.
Each element of the matrix A is designated by 8 and represents the entry in

the matrix A on the i-th row and j-th column.

2 4 3 -1
Example Consider the 3x4 matrix A= 3 1 5 2
-1 0 7 6
3
Here (3 1 5 2)and |5 | represent the 2-nd row and the 3-rd column of the
7

matrix A respectively, and the element 5 represents the entry in the matrix on the 2-nd
row and 3-rd column (2,3 =9).
Definition. The size of a matrix is called its order. The order is specified as:
(number of rows) x (number of columns).

Definition. A matrix-column (row) is called a matrix consisting of the only column
(row):



A= o A=(q; @ . )i

mx1

Definition. The matrix is called zero (or null) matrix if all its elements are equal to
zero and designated by O.

0

0O 0 .. 0
0=

0O 0 .. O

Definition. The matrix is called square matrix, if m=n. The number of rows is
considered to be the order of this matrix.

Definition. The set of elements a;;, ay,, ..., a,, Mmakes up the main diagonal of
the matrix. The set of the elements a;,,, a1, ..., &,7 makes up the secondary di-

agonal of the matrix. For example,

Definition. Two matrices of identical sizes are called equal if their corresponding
elements are equal, i.e. A=B if a; =b;, =1m, j=1n.

Definition. A square matrix is called diagonal if all its elements except diagonal
ones are equal to zero.

dy, O 0
0 d 0
D= 22
0
0 0 .. dg

Definition. If all the diagonal elements of the diagonal matrix are equal to 1 then
the matrix is called a unit (identity) matrix and designated as E:



.. 0O
1 ... 0

E= :
0O 0 .. 1

Definition. If all the elements of a matrix located below (above) the main diagonal
are equal to zero then the matrix is called an upper (lower) triangular matrix

2 5 1 0
0 -4 2 3| _ _
For example, A= is the upper triangular matrix.
o 0 -1 -7
0O 0 0 11
Definition. If a;; = ajj, then the matrix A is called a symmetrical matrix.
-1 8 -2 0
8 3 4 6
For example, A= :
-2 4 10 -5
0O 6 -5 -9

2. Basic operations with matrices and properties of these operations.
The addition and subtraction matrices

&1 - G
Definition. Suppose that both matrices A=| : : and
8my ' 8mn
by - by
B=| : : have m rows and n columns. Then we write
bml bmn
a;g £byy - @y, by,
A+B= : : and call this the sum (or difference) of the two
amlibml amnibmn

matrices A and B.

13 30 7 35
Example 2. If A= and B = what are A+B and A—-B~?
8 15 8 4

Solution. Matrices A and B have the same order 2x2, therefore, we can add
them together, or subtract:



13 30) (7 35 13+7 30+35 20 65
C=A+B= + = = ,
8 15 8 4 8+8 15+4 16 19

13 30 7 35 13-7 30-35 6 -5
C=A-B= — = = .
8 15 8 4 8-8 15-4 0 11
Example 3. We do not have a definition for “adding” the matrices
5 4 12 7 13 30 _ _
A= and B = , because matrices have the different order.
10 12 9 14 8 15

2. The multiplication of a matrix by a scalar value

d1 - Qp
Definition. Suppose that the matrix A=| : : | has m rows and n
Ant 0 8mn
adq, - 0y
columns and o € R. Then we write cA=| : : | and call this the product
ady  cr Qdpp

of the matrix A by the scalar «.
The operations of matrix addition (or subtraction) and matrix multiplication by
some number satisfy the following laws:
1) A+B=B+A
2) (A+B)+C=A+(B+C)
3) A+tO=A
4) (e B)A=a(B- A)
5) (o + B)A= oA+ SA
6) a(A+B)=cA+oB

2 -4 1
Example 4. Calculate the matrix C=3B-2A, if A:(?> j and

0 7
5 1 2
B= .
(36—1j

Solution. Matrices A and B have the same order 2x3, therefore, we can obtain
C =3B —-2A. The entry 2A is multiplication the matrix A by 2:

oA 2:2 2:(-4) 21) (4 -8 2
2.3 20 2.7) \6 0 14)



_ 3-5 31 3.2 15 3 6
3B like 2A: 3B = = . Then
3-3 36 3-(-1 9 18 -3

15 3 6) (4 -8 2) (11 11 4
C=3B-2A= - - .
(9 18 —?J (6 0 14) [3 18 —17j

3. Operation of multiplying a matrix by a matrix

Let two matrices A:(aij )mxn and B = (bij)pxq be given and the number of col-

umns at the first matrix be equal to the number of rows of the second one, i.e. n=p.
In this case we can define the operation of multiplying the matrix A by the matrix B.
The matrix C = A- B of the size mx(, which elements are calculated according to the

following rule

n —
=1

is called a product of the matrix A by the matrix B.

Remark: in a general case the multiplication of matrices does not possess a
commutative property, i. e. A-B and B- A are not equal to each other or one of the
products does not exist.

The basic properties of a matrix multiplication:

1) o AB)=(cA)B = A(eB)

2) (A+B)C=AC+BC C(A+B)=CA+CB
3) A(BC)=A(BC)

4) AE =EA= A

5) AO=0A=0

Remark: Unlike the operations of the addition and subtraction matrices, the oper-
ation of division of two matrices is not defined.

2 -1

Example 5. Multiply the matricess A= 3 1 5 2 and
-1 6 3x4

1 4

2 3

B =
0 -2
3 1

4x2
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Solution. Note that A is a 3x4 matrix and B is a 4x2 matrix and the number

of columns of the matrix A is equal to the number of rows of the matrix B, so that the
product C = A- B is a 3x2 matrix.

Let us calculate the product
‘11 G2
C=A-B=|cy; co|.
€31 €32
Consider first of all ¢;;. To calculate this, we need the 1-st row of A and the 1-st
column of B, so let us cover up all the unnecessary information, so that

1 x
2 4 3 -1 11 X
2 X
C={x x x x| =| X X|.
0 x
X X X X X X
3 x

From the definition of the product of the matrix A by the matrix B, we have

ey =81 b +8go by +ay3-by+a4-0yy=2-1+4-2+3-0+(-1)-3=
=2+8+0-3=7

(multiply elements standing in the row 1 of A by the corresponding elements of the
column 1 of the B and then summarize the obtained products).

Consider next c¢;,. To calculate this, we need the 1-st row of A and the 2-nd
column of B, so let us cover up all the unnecessary information, so that
x 4

2 4 3 -1 X Cpo
X 3

C=|x x x x [ =|x x
X —2

X X X X X X
x 1

From the definition, we have
clp =81 Do+ Dy +a3-Dyp +ayy -0y =2-4+4-3+3-(-2) +(-1)-1=
=-8+12-6-1=13.

According to the definition, we have the rest of the elements:
021:a21'b_|_1+a22'b21+a23'b31+a24'b41:3'1+1'2+5'0+2'3:
=3+2+0+6=11,

022 =a21-b12-|—a22 'b22+a23'b32+az4'b42 :3'4+1'3+5'(—2)+2'1:
=12+3-10+2=7,
C31:a.31'b_|_l+a32'b21+a.33’b31+a34'b41=(—l)'1+0'2+7'0+6'3:
=-1+0+0+18=17,



C3p =831 Dy +a8g; - Doy +833-Dgp + g4 -0y =(-1)-4+0-3+7-(-2)+6-1=
=4+0-14+6=-12.

7 13
Therefore we concludethat C=A-B=11 7
17 -12

Example 6. Consider the same matrices in example 5.

Note that B is a 4x2 matrix and A is a 3x4 matrix, so that we do not have a
definition for the product B- A, because the number of columns of the matrix A is not
equal to the number of rows of the matrix B.

4. Transposition matrix

a.ll a12 E) a.ln
L . . n |8 82 ... 8pp
Definition. Consider the mxn matrix A= . By the trans-
A 9n2 - Amn
g1 a ng
a a a
pose AT of A, we mean the transposed matrix AT =| 12 22 n2 obtained
Am A Anm
from A by transposing rows and columns.
2 -1
Example 7. Consider the matrix A= 3 1 5 2 |. Then
-1 0 6
2 3 -1
T 1 O . . T . .
A = 3 5 7| Note that A is a 3x4 matrixand A' is a 4x3 matrix.
-1 2 6

4. Raising to power
For the nxn matrix and a positive integer m, the m -th power of A is

A™ = A.A....- A. Itis also convenient to define AC=E.
%,_J
m copiesof A

4 1
Example 5. A matrix is given: A:( OJ' Find A and AS.
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Solution. This operation can be applied to the square matrix, i.e. for the nxn

matrix. Find A% and A% By the definition of the m -th power of A we have

A= A-A and A= A-A-A or A3=A2.A=A.- A%
—_ —
2 copies of A 3 copiesof A
We obtain:

A2 _ AL A 4 1 4 1 B 4-4+1-(-2) 4-1+1-0 B 14 4
-2 0)-2 0) (-2-4+0-(-2) -2-1+0-0) |\-8 -2/
The matrix A® can be obtained by another way:

co/ 4 11
IU( E J_Ii
mn\ —2 0

Each element of A3 is a result of the matrix product of a row of A? and a column
of A, which is found on intersection of the corresponding row and column.
For instance, the element -28 represents the result of the matrix product of the 2-

nd row of A® and the 1-st column of A, i.e. itis (—8)-4+(-2)-(-2).

3. A definition of the determinant, rules of calculation and properties of de-
terminants.
Any square matrix A can be associated with some value (number) called its de-

terminant and designated as det A or |A.

For example, a determinant of a matrix of the 2-nd order is calculated according
to the following formula:

a1 ap

A= =aq1-dyy —dy - Ay

a1 dpp

1 2
Example 8. Calculate the determinant of the matrix A= (3 4).

2
4
A determinant of the 3-rd order is

1
Solution. \A‘:?’ =1-4-2.-3=4-6=-2.




d11 d12 43
(Al=layy apy ap3|=ayy-ag, agg+ay -agy a3 +ag; -agp - dyz —

d31 dgzp d3z3
—d13-dpp Az —dp)-dyp-dzz —dgp ~dp3z-dyy.

To memorize the last formula the rule of triangle (or Sarrus formula)_is often
used. It says: a product of elements from the main diagonal and 2 products of ele-

ments forming in a matrix isosceles triangles with their bases parallel to the main di-
agonal are taken with the sign plus:

+
a product of elements from the secondary diagonal and 2 products of elements forming
triangles with their bases parallel to the secondary diagonal are taken with the sign mi-
nus:

1 2 1
Example 9. Calculate the determinant of the matrix A=|0 -2 3.
3 1 1
Solution. Calculate the determinant, using the rule of triangle:
1 2 1
0 -2 3=1.(-2)-1+2-3-3+0-1-1-1-(-2)-3-0-1.2-3-1-1=
3 1 1
=-2+18+6-3=19.

Basic properties of determinants:
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If we add to all elements of a row (column) of the determinant the corres-

ponding elements of other row (column) multiplied by some number then the value of
the determinant will not change, i. e.

a, +kay, a, a3 |a; A, ;s

a, +ka,, a,, a,|l=|a, a, ay|, where keR.
ay tkag, @z ag| |3 A Ag

Example 10. Check the property:

3 2 5
4 1 8/=12+40-16+5-32-48=-39.
-1 2 4
Let’s transpose rows and columns and obtain:
3 4 -1
2 1 2|=12-16+40+5-32-48=-39.
5 8 4
2. Transposing of two any rows (columns) the determinant changes its sign. For

d1 A2 3 dp1 dpp 83
example, |dy; Az Ax3(=—|d1 12 A3l
d3) dgp 4833 d3) dzp dg3
Example 1 Check the property:

51 0

2 5 6|=-25+18+0-0+2-60=-65.

3 2 -1

Transpose the first row and the second one and obtain:
2 5 6

5 1 0{=-2+60+0-18+25-0=065.

3 2 -1

3. If any row (column) of the determinant completely consists of zeros then the
determinant is equal to zero.
Example 12. Check the property:

A NN W
w = O

0
0j=0+0+0-0-0-0=0.
0
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4. A common factor of all elements of a row (column) can be taken out of the

kay &, aj A 8 a3
determinant. For example, (ka,; a,, a,|=Kla,; a,, ay|, where keR.
kag, a5 ag d3; @83 g3
Example 13. Check the property.

2 -1 3
4 2 1/=16+60-6-36+16-10=40.
6 5 4

The first column has a common factor 2. We take it out of the determinant and
obtain

2 -1 3 1 -1 3

4 2 1=2]2 2 1=2(8+30—3—18+8—5)=2-20=40.

6 5 4 3 5 4

5. A determinant does not change its value at the transposition of the matrix, i. e.
&1 S a3 |1 A1 8gg
8y, @y ay=|a;, @y agy|or det A=detAl.
d3; @83y dgz3| |3 dp3 Aaz3

Example 14. Check the property.

3 -1 5
2 1 -4=9+20+4-5+6+24=58.
1 2 3

For example, calculate this determinant by adding to all elements of row 3 of the
determinant the corresponding elements of row 1 multiplied by 2. Thus

3 -1 5| | 3 -1 5 | 3 -1 5
2 1 —4=| 2 1 4 =2 1 4=
1 2 3| [@+3-2 2+4(-1)-2 3+5:2| |7 0 13

=39+ 28-35+ 26 =58.
6. The determinant possessing two identical or proportional rows (columns) is

equal to zero.
Example 15. Check the property.

=18+8+120-120-18-8=0.

(G2 NN\ © R )
R O W
W o0 b
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The determinant is equal to zero, because the first row and the second one are pro-

A1 _3» _393_,
&1 Q2 3

portional rows:

Minors and algebraic cofactors.
Definition. The minor Mj; of the element &;; of the determinant of n-th order
is called the determinant of the (n —l)-th order obtained from the given one by cross-

ing the row and the column on which intersection the element @;; is located.

Definition. The algebraic cofactor A; (or the cofactor) of the element aj of the

determinant is called the following value A; = (-1 M;.

Theorem (concerning decomposition of a determinant in its rows or columns).
The sum of products of elements of any row (column) by their cofactors is equal to this
determinant, i. e.

n -
‘A‘ = kZ:laijkj , _] =1n.

Example 10. Calculate the determinant on the base of the rule of triangle and
check the result using the theorem concerning decomposition of the determinant in its
1-st row.

Solution. Calculate the determinant, using the rule of triangle:

1 2 1

0 -2 3=1-(-2):1+2-3-3+0-1-1-1-(-2)-3-0-1-2-3-1-1=
3 1 1

=-2+18+6-3=19.

Checking the determinant value by decomposing in the 1-st row
1 2 1
0 -2 Z=ay - Ag+ap-Ap+az Ay =1 (D" My +2- ()2 My, +
3 1 1
-2 3
+1-(-)¥3 My =1-1-
(-1 13 11

~2-(0-9)+(0—-(~6))=-5+18+6=19.

0 -2
—(-2-3)—
g 1=(2-3)

0 3
+2-(-1)-
D, |

+1-1-

4. Notion of an inverse matrix, calculation of an inverse matrix by cofac-
tors and elementary row operations.

Definition. The square matrix A is called invertible or nonsingular, if det A=0,
otherwise it is called not invertible or singular.
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Definition. The matrix A™! is called inverse relatively to the square nonsingu-

lar matrix Aif A-A1T=A"1. A= E, where E is the unit matrix.
The square matrix can have an inverse matrix if its determinant is non-zero, i. e.
A is a nonsingular matrix.
4. Finding inverses by cofactors
An inverse matrix can be obtained according to the following formula:

Ar P o An
A_lzﬁ Ao Ayp .o Ap |
Aln A2n Ann
where A; are cofactors of the elements 8 of the matrix A, 1, j :1,_n.
1 1 2
Example 1 Find the inverse matrix for the following matrix A=| 3 0 3.
-2 3 0
1,4 1 2
A=| 3 0 3
-2 3 0
Solution. Let us find the determinant of the given matrix:
1 1 211
\A\: 3 0 33 0=1.0-0+1-3-(-2)+3-3-2-
-2 3 0-23

-0-(-2)-2-3-3-1-3-1.0=0-6+18-0-9-0=3=0.
Its determinant is non-zero. Find the cofactors for the elements of the matrix A:

MmO T10-9)--8, Ap=(12 %, T-(0)0-(6)--6
A13:(—1)1+3'_32 2‘:1-(9—o)=9, A21=(—1)2+1':1), §‘=(—1)'(0—6)=6,
A22=(—1)2+2-_12 é‘:l-(o—(—4))=4,

Aoa=(-1)"" _12 g‘ =(-1)-3-(-2)=-5.
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gy = (-1

1 2
~1-(3-0)=3,
y 3710

A = (-1)*%

; 2‘:(—1)-(3—6)=3,

Aaa = ()%, (1)‘=1-(0—3)=—3-

We obtain the inverse matrix:

1 A A Ag 1 -9 6 3 =3 2 1
A_1=Z' Ao Ay A =3 -6 4 3 |=-2 413 1
Az Aoz Agg 9 -5 -3 3 -5/3 -1

Checking the condition A- Al=E:
1 1 2)(-3 2 1
A-At=| 3 0 3||-2 4/3 1 |=
-2 3 0 3 -5/3 -1

-3-2+6 2+4/3-10/3 1+1-2 1 00
=1-9+0+9 6+0-5 3+0-3 (=|0 1 0O|=E
6-6+0 —-4+4+0 —-2+3+0 0 0 1

5. Notion of a matrix rank and its calculation.
The rank of the mxn-matrix A is the highest order of its non-zero minor and de-

noted by r(A), rg(A) or rang A.
For a non-zero matrix 0 <rang A<min {m, n}. If the rang A=Kk, then any non-

zero minor of the K -th order is called basic.
To find a rank of a matrix we can use elementary row operations to reduce the

given matrix to the triangular form:

a1 Q4 ... Qqp
0 ay ayy, (1)
0 O Ann

or to the truncated-triangular form:
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&1 Q2 ... G Ak ... 8

0 ay, ... Ay ayy -.. ao
(2)

O O coe akk akk+1 coe akn

then the number of non-zero rows of the transformed matrix defines the rank of the ini-
tial matrix.

Elementary row operations (or elementary transformations) are:

1) interchanging (exchanging) two different rows;

2) adding a multiple of one row to another row;

3) multiplying one row by a non-zero constant;

4) crossing out one of the same row;

5) crossing out of zero row.

2 -2 3
Example 12. Calculate the rank of the matrix: A={1 -3 2.

3 3 9
Solution. Let us exchange the 1-st and the 2-nd rows:

1 -3 2 1 -3 2
A~12 -2 3|~|[1]-(-2)+[2]|~|0 -4 -1|~|[2]:(-1)]|~
3 3 9) |[M(-3)+[3]] 0 12 3 [3]:3

1 -3 2
1 -3 2
~10 4 1|~ :
0 4 1
0 4 1

The number of non-zero rows of the transformed matrix equivalent to the initial
one is 2. Therefore rang A= 2.

Theoretical questions

What do you call the matrix?
What is the size of a matrix or its order?
What matrices do you know? Call all the types of matrices.
What matrix is called
a) transposed? b) singular? c) nonsingular?

5. What matrices can be:
a) added? b) subtracted?

6. How can a matrix be multiplied by a scalar value?

N PE
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7. What matrices can be multiplied? What is the rule of multiplying a matrix

by a matrix?

8. How many operations on matrices do you know?

9. What matrix is called inverse to a given matrix? Does an inverse matrix ex-

ist for any matrix?

10.  What methods are used for finding an inverse matrix?

11.  What transformations are called elementary?

12.  What do you call 2-nd and 3-rd order determinant?

13.  What is the rule of triangle (or Sarrus formula)?

14.  What are the basic properties of determinants?

15.  What do you call minor and algebraic cofactor of any element?

16. How can the determinant order be defined?

17.  What ways of calculating determinants do you know?

18.  What is a rank of a matrix?

19.  What method of finding a rank of a matrix do you know?



